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ayered Learning Approach for multi-physiological signal processing

Personalized health care depends crucially on continuous monitoring and : ‘ . .
processing of large volumes of data about individuals and populations. = Use multi-physiological sensors such as EEG, EOG, 3-axis gyroscope,

: heart rate, accelerometer, blood flow, and blood oxygenation to
As the number of pgople and the amount of data being produced grows, the compensate for ambulatory noise and loss of information.
challenges become:

H e e e e SR RE Real St m Combine a unique sequence of digital signal processing (DSP) and
[ FeWApeRTacT Usa WM PREECH EOon NN Besitvaiale machine learning (ML) algorithms for feature extraction, noise reduction

m How to integrate complex large data processing algorithms into and detection.
a low power wearable device. Seizu re Detection Block
Embedded real-time processing is a must Tiidiaas Filtering _—_—— DBN
m Perform signal processing and classification right at the sensor instead of transmitting the raw data and i v b ,-\-@r
therefore significantly saving communication power and storage requirement : | ¥ : ,?, | ' :
Increasing energy-efficiency (i.e. PGOPS/W, I pJ/op) , accuracy and ¥ .‘@‘@:'“
reliability requires innovations in algorithms, programming models, : e g
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processor architectures, and circuit design HASHEH 2
m  Study methods to represent large volumes of medical time series so that the information they carry i ."@‘1@’ °,°
about health state is exposed ® @ @J 2
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m Study the algorithms are best to extract that information and can be implemented efficiently
Explore classification accuracy, computational complexity and memory requirements

= Study the implementation of the algorithms on different hardware approaches e.g FPGAs GPUs, and
ASIC.

m Using Compressive Sensing to reduce the data and consequently reduce computation expenses.
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'Embedded Processors in the Big Data Infrastructure — . "
eature Extraction and Classifiers Used

- Original, filtered and OMP reconstructed EEG signal for seizure
detection purpose, compression rate = 4
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m Feature extraction

Single Channe! Raw EEG Data

First figure shows the original EEG signal. After applying a filter to the
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Ethernet G, = Total of 9 features of the dataset are derived | = signal, signal is smoother and it is shown in the second figure. The
Hackbana Backbone from the raw time series signal ;.’: third figure shows the reconstructed EEG signal after EEG signal is

sampled compressively. As it can be seen, the original and
reconstructed signals is pretty similar.

m Deep belief network (DBN)

m Learn deep structures in the time-series data
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tecuon accuracy comparison " PSNR versus compression rate for signal reconstruction using OMP
m Comparison of Wl | - The figure shows PSNR versus compression rate from 1 to 10, and
different classifiers m | _— reconstruction has been done using OMP algorithm. As it can be seen, as
detection accuracy & KNN5 the compression rate is increased, PSNR decreases.
(F1score) when & ™ I SV Poly
single patient data is é * e PSNR versus CR using OMP
used for training and + %0 W Log Reg R ; ; : X ; X
! Nurse's Workstation test 40 \ s
Central Medical 30 ol \o
Server (CMS) - ' '
Weviess 1 2 &% 4 6 6 7T 8 9 \
Network (WBAN) Patient ID \
‘ - = Comparison of DBN+LR | '\
m Wearable medical monitoring systems and LR detection 100 gt

S L ,'
Compression rate

o
Z N
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m Real-time data analysis and diagnosis for efficient healthcare delivery § 40 " i
s Data delivery = .
s Real time data transmission to healthcare providers (e.g. nurses, primary care e
physicians, and first responders) through networks 0 A . . . . y
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- mutatlon and Memory Complexity Comparison - Accuracy of different seizure detection systems with same
S ~ compression rate = 4
. . In this figure, the accuracy of different classifiers are provided for original signal,
m Complexity comparison between KNN, CNN, SVM, and compressed sampled EEG data with reconstruction and compressed sampled data
LR relative to LR for Simple Features without reconstruction. As it can be seen from the figure, accuracy of classification

algorithm is highest for original signal using KNN, and the accuracy of classifiers
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10* 10 = using compressed sampled data still are pretty close to the original data.
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m Epilepsy is the 4th most common neurological disorder and affects about 2.2 g_'é_ z mi_
million in the US, and 1 in 26 people may develop epilepsy in their lifetime. og o
s Current ambulatory seizure monitoring devices are infeasible for long-term, - ;é s
continuous use due to large false positive/negative signals, noise due to patient 3 50
activity, bulky equipment, high power consumption, and the inability of patients to : —— "1 B %!
carry on with their daily lives. i SWM ol
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~ Wearable EEG Seizure Detection e : : - Simulation using HPC facilit
and manycore mapping of DSP algorithms - 9 y
m Electrical signals can be detected by EEG signals before S e ASIC implementation_
or just at the start of clinical symptoms Detection Analysis m Currently utilizing neural networks for learning using nearly
= The ability to detect can be used to warn the patient or caregiver Iecr"“‘dt".lgy : ggf/ LA 1-3;/0/ raw data.
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" Calngioie Wbl o 5 o Sactnis S BiE S Area per block (mm?) 001 0.19 ® raining these nefworks:Is.extremely fime intensive
; Total Area (mm?) 0.43 m Network w/ 6 layers and 5,000 nodes trained for 3,000 epochs
m Each signal represents one channel from an electrode : :
= Chi agd Ch2 dgtect T Performance (KHz) 0.256 1.85 s CPU: 100 sec/epoch -> 3.5 days for training
= Complex algorithms and multichannel detection is necessary to remove e e __ = GPU: 3.5 sec/epoch -> 2.9 hours
plaxal ry Current (nA) 2.15 282 e . .
false positives m By utilizing the NVIDIA Tesla K20 GPUs, each experiment obtains
Seizure ——- T T Seizure 20-50x speedup. Further with 36 GPUs, 36 simultaneous
°°°""cm;Pf-**"\"‘*"ﬂ'%w%w MY Y'Y s experiments can be performed.
cnz,».,Jd'x-':’”.{.‘f?ﬁ T renpe WJ,WJ"&:".’.}A{/"J J :‘,J." a'i ,’-M"J;""\.J.l,'J‘VJ..,,JJ/‘;""*N,’ m Blocks include 33 tap high pass ?’: m GPU utilization is accomplished using Theano that utilizes CUDA
il ooy age FIR filter and 128 point FFT ¢ [ backend with cuBLAS and cuDNN frameworks.
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