# Finite element approximation for timedependent diffusion with measure-valued source 

## Thomas I. Seidman, Matthias K. Gobbert, David W. Trott \& Martin Kružík

## Numerische Mathematik

ISSN 0029-599X
Volume 122
Number 4

Numer. Math. (2012) 122:709-723
DOI 10.1007/s00211-012-0474-8


Editors-in-Chief: F. Brezzi, T.F. Chan and M. Griebel
Volume 122 Number 4 December 2012
On the properties of Sard kernels and multiple error estimates
for bounded linear functionals of bivariate functions with application
to non-product cubature
C. Y . Chen 603

Approximation of sparse controls in semilinear equations
by piecewise linear functions
E. Casas • R. Herzog • G. Wachsmuth 645

A locking-free $h p$ DPG method for linear elasticity with symmetric stresses
J. Bramwell • L. Demkowicz • J. Gopalakrishnan . W. Qiu 671

Finite element approximation for time-dependent diffusion
with measure-valued source
T.I. Seidman - M.K. Gobbert • D.W. Trott • M. Kružik 709
A unified framework for a posteriori error estimation for the Stokes problem
A. Hannukainen • R. Stenberg • M. Vohralik 725

A mixed finite element method for thin film epitaxy
W. Chen . Y. Wang 771

Comprehensively
Zentralblatt MATH
Springer

Springer

Your article is protected by copyright and all rights are held exclusively by SpringerVerlag. This e-offprint is for personal use only and shall not be self-archived in electronic repositories. If you wish to self-archive your work, please use the accepted author's version for posting to your own website or your institution's repository. You may further deposit the accepted author's version on a funder's repository at a funder's request, provided it is not made publicly available until 12 months after publication.

# Finite element approximation for time-dependent diffusion with measure-valued source 

Thomas I. Seidman • Matthias K. Gobbert • David W. Trott • Martin Kružík

Received: 6 October 2011 / Revised: 26 April 2012 / Published online: 20 June 2012
© Springer-Verlag 2012


#### Abstract

The convergence of finite element methods for elliptic and parabolic partial differential equations is well-established if source terms are sufficiently smooth. Noting that finite element computation is easily implemented even when the source terms are measure-valued-for instance, modeling point sources by Dirac delta distributions-we prove new convergence order results in two and three dimensions both for elliptic and for parabolic equations with measures as source terms. These analytical results are confirmed by numerical tests using COMSOL Multiphysics.
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## 1 Introduction

This paper is concerned with two related problems: the parabolic (time-dependent) diffusion problem

[^0]\[

$$
\begin{equation*}
u_{t}-\nabla \cdot D \nabla u=\varphi \quad \text { with }\left.u\right|_{t=0}=0 \tag{1}
\end{equation*}
$$

\]

on $\mathcal{Q}=\mathcal{Q}_{T}=[0, T] \times \Omega$ (with homogeneous boundary conditions and 0 initial state), which is our primary concern, and the corresponding steady state problem

$$
\begin{equation*}
-\nabla \cdot D \nabla u=\varphi \tag{2}
\end{equation*}
$$

on $\Omega$ (again with homogeneous boundary conditions), restricting attention to autonomous linear problems so $D=D(x)$, etc.

Our focus will be on convergence order error estimates of the form

$$
\begin{equation*}
\|u-U\|_{\mathcal{Y}} \leq K h^{\alpha}\|\varphi\|_{\mathcal{X}} \tag{3}
\end{equation*}
$$

where $u$ is the solution of (1) or (2), $U=U^{\mathcal{V}}$ is the corresponding finite element solution of each problem, using the finite element space $\mathcal{V}$, and $h=h(\mathcal{T}) \rightarrow 0$ is the mesh parameter of the triangulation $\mathcal{T}$ determining $\mathcal{V}$. The convergence order estimate will always be expressed in terms of the regularity of the data $\varphi \in \mathcal{X}$, rather than that of the solution $u$. Thus (3) would be estimating approximation error in the space $\mathcal{Y}$ for data in the space $\mathcal{X}$-assuming, of course, that $\mathcal{V} \subset \mathcal{Y}$, that $\mathcal{X}$ embeds in the dual $\mathcal{V}^{*}$ and that the solution $u$ would be in $\mathcal{Y}$ for data in $\mathcal{X}$.

Throughout we will take $\mathcal{Y}$ to be $L^{2}(\Omega)$ for measuring approximation error for (2) and a space of spatially $L^{2}(\Omega)$-valued functions of $t$ for (1). One well-known example of the form (3) (cf., e.g., [12]) is for $\varphi \in \mathcal{X}=L^{2}$ data:

$$
\begin{equation*}
\text { One has } \alpha=2 \text { in (3) for (2) when } \mathcal{X}=L^{2}(\Omega), \mathcal{Y}=L^{2}(\Omega) . \tag{4}
\end{equation*}
$$

The use of finite element spaces of continuous piecewise affine functions certainly admits the formal possibility of using the finite element method (FEM) for such problems with measure data and our concern here is to justify and analyze this formal procedure.

Our own contact with these problems started when modeling calcium flow in heart cells, where the injection of calcium ions at locations throughout the interior of the cell is modeled as point sources represented by Dirac delta distributions; see [5,8] and references therein for the application background. In both of these papers, heuristic arguments and numerical evidence for time-dependent problems of the form (1) suggest estimates of the form (3) with $\alpha \approx 2-d / 2$ for domains $\Omega \subset \mathbb{R}^{d}$; one version of that numerical evidence will be shown in Fig. 1.

Thus, the purpose of this paper is to prove rigorous results of the form (3) for cases when the source term $\varphi$ in (2) is not a function in $L^{2}$, but is permitted to be a delta function or, somewhat more generally, a measure $\mu$ in $\mathcal{M}=[C(\bar{\Omega})]^{*}$. There has been considerable interest recently in such equations and their numerical solution. See, e.g., [ $1,4,10$ ], etc., but one may go farther back, almost 40 years, to Ridgway Scott [11]. The papers $[1,4]$ are not quite comparable with our present concerns and, despite its title, [2] does not consider measure-valued data. Most significantly, we note that [11] gives an $\mathcal{O}\left(h^{2-d / 2}\right)$ error estimate for a single delta function as the right-hand side,
but the relevant result there is not in the form (3) and does not apply directly to more general source terms.

We will also be concerned to get estimates for finite element approximation of (1). Indeed, we are thinking of the time-dependent problem (1) as our primary interest. The source term $\varphi$ in (1) would then be a time-dependent $\mathcal{M}$-valued function $\mu(t)$ with results depending on our assumptions for its $t$-variation. The Eqs. (1) and (2) are closely related structurally and it seems appropriate to consider them together and, in fact, to treat the more easily handled (2) first. Our arguments will largely follow [11] in spirit with the use of [12] and semigroup theory for the parabolic problem.

This paper is organized as follows: Sect. 2 states the formulation and defines the notation used throughout. Sections 3 and 4 analyze the stationary problem (2), with the main new result in Theorem 4.2. Section 5 provides the main result for the timedependent problem (1) in Theorem 5.1. Finally, Section 6 presents the computational studies that accompany the analytical results.

## 2 Formulation and notation

For (2) with homogeneous Dirichlet boundary conditions one considers the solution $u$ as satisfying the weak form

$$
\begin{equation*}
\langle\nabla v, D \nabla u\rangle=\langle v, \varphi\rangle \quad \text { for all admissible } v \tag{5}
\end{equation*}
$$

and, given a finite element space $\mathcal{V}$ (e.g., of piecewise affine functions on some triangulation $\mathcal{T}$, vanishing at the boundary), the finite element Galerkin approximation $U \in \mathcal{V}$ is obtained as satisfying

$$
\begin{equation*}
\langle\nabla v, D \nabla U\rangle=\langle v, \varphi\rangle \quad \text { for all } v \in \mathcal{V} \tag{6}
\end{equation*}
$$

For simplicity we will assume throughout that the spatial region $\Omega \subset \mathbb{R}^{d}$ is open, bounded and connected with adequately regular boundary $\partial \Omega$. We further assume that $d \leq 3$ and that the diffusion coefficient $D$ is smooth enough to ensure that for (2) with homogeneous Dirichlet conditions

$$
\begin{gather*}
\text { We have } u \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \text { for data } \varphi \in L^{2}(\Omega) \\
H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \subset C^{0, \lambda}(\bar{\Omega}) \text { for (some) } 0<\lambda<2-d / 2 \tag{7}
\end{gather*}
$$

[Here $H^{2}, H_{0}^{1}$ are the usual Sobolev spaces and $C^{0, \lambda}$ is the Hölder space with exponent $0<\lambda<1$.] By standard elliptic regularity results and the Sobolev Embedding Theorem, we note that this is effectively a mild geometric assumption on the regularity of $\partial \Omega$ supplemented, e.g., by requiring $D \in W^{1, \infty}(\Omega)$ as well as uniform ellipticity. What we will actually use is a consequence of this: that the map: $\varphi \mapsto u$ is continuous from $L^{2}(\Omega)$ to $C^{0, \lambda}(\bar{\Omega})$ so, by duality and noting the divergence form of the equation (2), we have

$$
\begin{equation*}
\mathbf{S}: \mathcal{M}^{\lambda}(\Omega)=\left[C^{0, \lambda}(\bar{\Omega})\right]^{*} \rightarrow L^{2}(\Omega) \quad \text { is continuous, i.e., }\|\mathbf{S}\|<\infty \tag{8}
\end{equation*}
$$

for the solution operator $\mathbf{S}$ of (2).
Throughout this paper, for our concern with spatial discretization we will let $\mathcal{T}$ denote a regular partition of the region $\Omega$ and will let $\mathcal{V}$ denote the associated space of continuous piecewise affine functions. Thus we assume that the region $\Omega$ is to be partitioned by a triangulation $\mathcal{T}$, consisting of simplices $E$ with compatible faces; the mesh parameter $h=h(\mathcal{T})=\max _{E \in \mathcal{T}}\{\operatorname{diam}(E)\}$ then indicates the scale of the triangulation. The notion of regularity here means that the elements have roughly the same shape as the reference simplex $E_{\ddagger}$ and, for each value $h>0$ of the scale parameter are of roughly the same size, taking $\operatorname{diam}\left(E_{\ddagger}\right)=1$. We make this precise by assuming that: for each $E \in \mathcal{T}$ there is an affine map of the form:

$$
\begin{equation*}
\psi=\psi_{E}: E_{\ddagger} \rightarrow E: x_{\ddagger} \mapsto x=\mathrm{v}+h A_{E} x_{\ddagger} \tag{9}
\end{equation*}
$$

with $h=h(\mathcal{T})$ and all the matrices $\left\{A_{E}\right\}$ restricted to some fixed compact set $\mathfrak{A} \subset$ $G L(d)$. We then denote by $\mathfrak{T}=\mathfrak{T}_{\mathfrak{A}}$ the family of all such triangulations with the same set $\mathfrak{A}$ and let $\mathfrak{T}_{h}=\{\mathcal{T} \in \mathfrak{T}: h(\mathcal{T}) \leq h\}$.

Corresponding to each such triangulation $\mathcal{T} \in \mathfrak{T}$ is the space $\mathcal{W}=\mathcal{W}(\mathcal{T})$ consisting of all functions on $\Omega$ which are affine on each simplex $E \in \mathcal{T}$. The finite element space under consideration is then $\mathcal{V}=\mathcal{W} \cap C_{0}(\Omega)$, noting the homogeneous Dirichlet boundary conditions. It will also be convenient to let $\mathcal{W}(E)$ be the $(d+1)$ dimensional space of affine functions on $E$ for each $E \in \mathcal{T}$, so $\mathcal{W}(E)=\psi_{E}^{-1} \mathcal{W}\left(E_{\ddagger}\right)$ and $\mathcal{W}(\mathcal{T})=\oplus \mathcal{W}(E)$.

No norm is specified for $\mathcal{V}$ or $\mathcal{W}(\mathcal{T})$, but when desired we may use appropriate subscripts to indicate use of a specified norm: e.g., we write $\mathcal{W}=\mathcal{W}_{p}(\mathcal{T})$ for use of the $L^{p}(\Omega)$-norm $\|\cdot\|_{p}$. We will write $\|\cdot\|$ for the $L^{2}$-norm, identifying other norms by appropriate subscripts.

In our estimations we will use $K$ to denote an arbitrary positive constant (replaceable by any larger constant and not necessarily the same at each appearance) which may depend on $d, \Omega, \mathfrak{A}, \ldots$ or prior instantiations of $K$, but does not depend on any particular $\varphi, u, \mathcal{V}$, etc., and specifically does not depend on the mesh parameter $h$ except that it may require that $h>0$ be 'sufficiently small'. It follows from the regularity assumption that we have

$$
\left\|A_{E}\right\| \leq K, \quad 1 / K \leq\left|\operatorname{det} A_{E}\right| \leq K, \quad h / K \leq \operatorname{diam}(E) \leq K h
$$

for all $E \in \mathcal{T}$ as consequences of the compactness of $\mathfrak{A}$.

## 3 An elliptic estimate based on [11]

We begin here with the relevant estimate from [11].
Theorem 3.1 [Scott] Let $\Omega \subset \mathbb{R}^{d}$ with $d=2,3$ and let $\varphi=\delta_{\xi}$, a delta function located at the point $\xi \in \Omega$. Let $\mathcal{V}$ be the finite element space of piecewise affine
elements on a regular triangulation $\mathcal{T}$. Then, for each $\xi \in \Omega$ there is a function $f=f^{\xi} \in L^{2}(\Omega)$ satisfying

$$
\begin{align*}
& \text { a) }\langle f, \Phi\rangle=\left\langle\delta_{\xi}, \Phi\right\rangle=\Phi(\xi) \text { for all } \Phi \in \mathcal{V} \subset \mathcal{W}(\mathcal{T}) \\
& \text { b) }\|f\|_{L^{2}(\Omega)} \leq c(\xi) h^{-d / 2}  \tag{10}\\
& \text { c) }\left\|f-\delta_{\xi}\right\|_{\mathcal{X}^{-}} \leq K h^{\alpha_{*}} \quad \text { with } \alpha_{*}=2-d / 2
\end{align*}
$$

Letting $u=u^{\xi}$ be the solution of (2) with $\varphi=\delta_{\xi}$ and $U$ be the FEM approximation, satisfying (6), one then has

$$
\begin{equation*}
\|u-U\| \leq c(\xi) h^{\alpha_{*}} . \tag{11}
\end{equation*}
$$

Of course, to have $\alpha_{*}>0$ we need the dimension $d$ to be less than 4. The auxiliary space $\mathcal{X}^{-}$used in the paper [11] is the space $\Xi^{-2}$ defined in [9] as the dual space to

$$
\Xi^{2}=\left\{v \in L^{2}(\Omega):\|v\|_{\Xi^{2}}=\sum_{|\alpha| \leq 2}\left\|\varrho^{|\alpha|} \frac{\partial^{|\alpha|} v}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}}\right\|<\infty\right\},
$$

where $\varrho$ is a smooth function on $\Omega$ satisfying

$$
c_{1} \operatorname{dist}(\xi, \partial \Omega) \leq \varrho(\xi) \leq c_{2} \operatorname{dist}(\xi, \partial \Omega)
$$

for some $c_{2}>c_{1}>0$; we note that the asymptotics

$$
\begin{equation*}
c(\xi)=\mathcal{O}\left(\operatorname{dist}(\xi, \partial \Omega)^{-2}\right) \quad \text { as } \operatorname{dist}(\xi, \partial \Omega) \rightarrow 0 \tag{12}
\end{equation*}
$$

of $c(\xi)$ in (11) comes from this choice; cf. [11].
Since $c(\xi) \rightarrow \infty$ as $\operatorname{dist}(\xi, \partial \Omega) \rightarrow 0$, we cannot expect to deduce from this an $\mathcal{O}\left(h^{\alpha_{*}}\right)$ estimate of the form (3) with $\mathcal{X}=\mathcal{M}$. Instead, we may introduce the $c$-weighted norm

$$
\begin{equation*}
\|\mu\|_{c}=\int_{\Omega} c(x)|\mu|(d x) \tag{13}
\end{equation*}
$$

and consider as the space of source terms only those signed measures for which this norm is finite.

Theorem 3.2 Let $\mathcal{X}$ be the the space $\mathcal{M}_{c}=\left\{\mu \in \mathcal{M}(\Omega):\|\mu\|_{c}<\infty\right\}$. Then one has the $\mathcal{O}\left(h^{2-d / 2}\right)$ convergence order, i.e., with $\alpha_{*}=2-d / 2$ one has

$$
\begin{equation*}
\|u-U\| \leq h^{\alpha_{*}}\|\varphi\| \mathcal{X} \quad \text { for source terms } \varphi=\mu \in \mathcal{X}=\mathcal{M}_{c}(\Omega) \tag{14}
\end{equation*}
$$

Proof Write $\tilde{u}=\tilde{u}(\xi, \cdot)$ for the solution $u$ with $\varphi=\delta_{\xi}$ as $\xi$ varies over $\Omega$ and observe that $(\xi, x) \mapsto \tilde{u}(\xi, x)$ is then just the fundamental solution of the system. In much
the same way we have $\tilde{U}(\xi, \cdot)$ as the corresponding FEM solution, satisfying (6) with finite element space $\mathcal{V}$.

As is standard, linearity gives $\int \tilde{u}(\xi, x) \varphi(\xi) d \xi$ as the solution $\mathbf{S} \varphi$ of (2) for, e.g., smooth $\varphi$. We have continuity of $\mathbf{S}: \mathcal{M} \rightarrow \mathcal{Y}=L^{2}(\Omega)$ so, by the density in $\mathcal{M}$ of such smooth functions, we have the representations

$$
\begin{equation*}
u=\mathbf{S} \mu=\int_{\Omega} \tilde{u}(\xi, \cdot) \mu(d \xi), \quad U=\int_{\Omega} \tilde{U}^{\mathcal{V}}(\xi, \cdot) \mu(d \xi) \tag{15}
\end{equation*}
$$

for $u$ and $U$ satisfying (2) and (6), respectively. Using (11), this gives

$$
\begin{aligned}
\|u-U\| & =\left\|\int_{\Omega}[\tilde{u}(\xi, \cdot)-\tilde{U}(\xi, \cdot)] \mu(d \xi)\right\| \\
& \leq \int_{\Omega}\left[c(\xi) h^{\alpha_{*}}\right]|\mu|(d \xi)=h^{\alpha_{*}}\|\mu\|_{\mathcal{M}_{c}} .
\end{aligned}
$$

which is just (14).
As a possibly useful corollary we obtain the following slightly simpler result (provided we can restrict attention to measures with support in a subset $\Omega^{\prime}$ compactly contained in $\Omega$ ).

Corollary 3.1 Fix $\Omega^{\prime} \Subset \Omega$ and let $\mathcal{M}\left(\Omega^{\prime}\right)=\left[C\left(\Omega^{\prime}\right)\right]^{*}$ be identified with the subspace $\left\{\mu \in \mathcal{M}: \mu(S)=0\right.$ for $\left.S \subset\left[\Omega \backslash \Omega^{\prime}\right]\right\}$ of measures in $\mathcal{M}=\mathcal{M}(\Omega)$ with support in $\Omega^{\prime}$, taking $\|\mu\|_{\mathcal{M}\left(\Omega^{\prime}\right)}=\|\mu\|_{\mathcal{M}}=\int_{\Omega^{\prime}}|\mu|(d \xi)$. Then one has

$$
\begin{equation*}
\|u-U\| \leq K h^{2-2 / d}\|\varphi\|_{\mathcal{M}} \quad \text { for source terms } \varphi=\mu \in \mathcal{M}\left(\Omega^{\prime}\right) \tag{16}
\end{equation*}
$$

Proof Take $K=K_{\Omega^{\prime}}=\max \left\{c(\xi): \xi \in \Omega^{\prime}\right\}$ in replacing $\|\mu\|_{c}$ by $\|\mu\|_{\mathcal{M}\left(\Omega^{\prime}\right)}$; this gives $K<\infty$ as $\Omega^{\prime}$ is bounded away from $\partial \Omega$.

Remark 3.1 The use of the space $\Xi^{-2}$ from [9] also leaves a regularity gap since [9] assumes, for simplicity, that $\Omega$ has a $C^{\infty}$ boundary -yet any possibility of exact triangulation by simplices means that $\partial \Omega$ must be piecewise affine. In [11] this issue is parenthetically addressed by the suggestion that one might consider the use of elements at the boundary with curved faces. In relying on Theorem 3.1 to obtain Theorem 3.2 we are conforming to the treatment in [11].

## 4 An alternative approximation theorem

Our goal in this section is to prove another approximation result, now applying to more general measures $\mu \in \mathcal{M}$ with approximation by elements of the space $\mathcal{V} \subset \mathcal{W}(\mathcal{T})$ of continuous piecewise affine functions on a regular triangulation $\mathcal{T}$ of $\Omega$. The properties (17) of the selection $\Pi^{\mathcal{V}}: \mu \mapsto f$ will be comparable to (10) for the approximation
of $\delta_{\xi}$ by an $L^{2}$ function used in [11] and we also apply this to get a convergence order for the elliptic (steady state) problem of the form (3) for $\mathcal{X}=\mathcal{M}$. Now relying on the assumption (7), the key distinction between this construction and that of Theorem 3.1 is the replacement of the auxiliary space $\mathcal{X}^{-}=\Xi^{-2}$ from [9] used there by the use here of the dual of a Hölder space, taking $\mathcal{X}^{-}=\mathcal{M}^{\lambda}(\Omega)=\left[C^{0, \lambda}(\Omega)\right]^{*}$, for which see (21). The resulting Theorem 4.1 can then be used for estimating the FEM convergence order when $\mathcal{X}=\mathcal{M}$.

Theorem 4.1 Take $0<\lambda<1$ as in (7) and $\mathcal{V}$ as above with $h=h(\mathcal{T})$. Then, for any measure $\mu \in \mathcal{M}$ there is a function $f=\Pi^{\mathcal{V}} \mu \in L^{2}(\Omega)$ satisfying
a) $\langle f, \Phi\rangle=\langle\mu, \Phi\rangle$ for all $\Phi \in \mathcal{V} \subset \mathcal{W}(\mathcal{T})$
b) $\|f\|_{L^{2}(\Omega)} \leq K h^{-d / 2}\|\mu\|_{\mathcal{M}}$
c) $\|f-\mu\|_{\mathcal{X}^{-}} \leq K h^{\lambda}\|\mu\|_{\mathcal{M}}$
now with $\mathcal{X}^{-}=\mathcal{M}^{\lambda}(\Omega)=\left[C^{0, \lambda}(\Omega)\right]^{*}$ where $C^{0, \lambda}(\Omega)$ is the space of Hölder continuous functions with exponent $\lambda$.

We begin with the observation that, for any triangulation $\mathcal{T}$ and for any $1 \leq p<\infty$ one has $L^{p}(\Omega)=\oplus L^{p}(E)$ : for any function $f \in L^{p}(\Omega)$ there are (unique) functions $f_{E}=\left.f\right|_{E} \in L^{p}(E)$ for $E \in \mathcal{T}$ and, using (9), one has

$$
\begin{align*}
\|f\|_{L^{p}(\Omega)}^{p} & =\int_{\Omega}|f(x)|^{p} d x=\sum_{E \in \mathcal{T}} \int_{E}\left|f_{E}\right|^{p} d x \\
& =\sum_{E \in \mathcal{T}} \int_{E_{\ddagger}}\left|f_{E} \circ \psi\right|^{p}\left|\operatorname{det}\left(\psi^{\prime}\right)\right| d x_{\ddagger}  \tag{18}\\
& =h^{d} \sum_{E \in \mathcal{T}}\left|\operatorname{det}\left(A_{E}\right)\right|\left\|f_{E} \circ \psi\right\|_{L^{p}\left(E_{\ddagger}\right)}^{p} \\
\text { so: } \quad\|f\|_{L^{p}(\Omega)} & \leq K h^{d / p} \sum_{E \in \mathcal{T}}\left\|f_{E} \circ \psi\right\|_{L^{p}\left(E_{\ddagger}\right)}
\end{align*}
$$

Having introduced the space of (signed) measures $\mathcal{M}=[C(\Omega)]^{*}$, we now also note that one can analogously decompose each measure $\mu \in \mathcal{M}$ as

$$
\begin{equation*}
\mu=\sum_{E} \mu_{E} \quad\|\mu\|_{\mathcal{M}(\Omega)}=\sum_{E \in \mathcal{T}}\left\|\mu_{E}\right\|_{\mathcal{M}(\Omega)} \quad \operatorname{supp}\left(\mu_{E}\right) \subset E . \tag{19}
\end{equation*}
$$

[This decomposition is almost unique: we note, however, that a bit of selection may be needed in case $|\mu|$ might assign nontrivial measure to some subset of a face $E \cap E^{\prime}$, requiring that this be split, somewhat arbitrarily, between $\mu_{E}$ and $\mu_{E^{\prime}}$. This consideration is relevant only to the analysis, not to the computation.] Note that each $\mu_{E}$ is in $\mathcal{M}=\mathcal{M}(\Omega)$, but can also be viewed in $\mathcal{M}(E)=[C(E)]^{*}$ with $\left\|\mu_{E}\right\|_{\mathcal{M}(E)}=\left\|\mu_{E}\right\|_{\mathcal{M}}$ since each $\varphi \in C(E)$ can be extended to $\Omega$ without increase
in norm. We also note that we may use (9) here again to get

$$
\begin{align*}
\left\|\mu_{E}\right\|_{\mathcal{M}(E)} & =\int_{E}\left|\mu_{E}\right| d x=\int_{E_{\ddagger}}\left|\operatorname{det}\left(\psi^{\prime}\right)\right|\left|\mu_{E} \circ \psi\right| d x_{\ddagger} \\
& =h^{d}\left|\operatorname{det}\left(A_{E}\right)\right|\left\|\mu_{E} \circ \psi\right\|_{\mathcal{M}\left(E_{\ddagger}\right)} \tag{20}
\end{align*}
$$

For the Hölder space $C^{0, \lambda}(\Omega)$ for $0 \leq \lambda<1$ and its dual $\mathcal{M}^{\lambda}=\mathcal{M}^{\lambda}(\Omega)=$ $\left[C^{0, \lambda}(\Omega)\right]^{*}$ we use the norms

$$
\begin{equation*}
\|\varphi\|_{C^{0, \lambda}(\Omega)}=\sup _{x \in \Omega}\{|\varphi(x)|\}+\sup _{x \neq y \in \Omega}\left\{\frac{|\varphi(x)-\varphi(y)|}{|x-y|^{\lambda}}\right\} \tag{21}
\end{equation*}
$$

with the corresponding dual norm for $\mu \in \mathcal{M}^{\lambda}$

$$
\begin{equation*}
\|\mu\|_{\mathcal{M}^{\lambda}}=\|\mu\|_{\left[C^{0, \lambda}(\Omega)\right]^{*}}=\sup \left\{\langle\mu, \varphi\rangle:\|\varphi\|_{C^{0, \lambda}(\Omega)} \leq 1\right\} . \tag{22}
\end{equation*}
$$

Clearly $C^{0, \lambda}(\Omega) \hookrightarrow C(\Omega)$ so, by duality, $\mathcal{M} \hookrightarrow \mathcal{M}^{\lambda}$. [If $\mu \in \mathcal{M}$ is decomposed as in (19), then each $\mu_{E}$ is in $\mathcal{M}^{\lambda}(\Omega)$, but can also be viewed in $\mathcal{M}^{\lambda}(E)=\left[C^{0, \lambda}(E)\right]^{*}$. Note that $\left\|\mu_{E}\right\|_{\mathcal{M}^{\lambda}(E)}=\left\|\mu_{E}\right\|_{\mathcal{M}^{\lambda}(\Omega)}$ since, again, each $\varphi \in C^{0, \lambda}(E)$ can be extended to $\Omega$ without increase in $C^{0, \lambda}$-norm.] With these preliminaries we are ready to prove Theorem 4.1.

## Proof

Step 1 We begin by decomposing $\mu$ as in (19) and considering each $E$ separately. Each $\mathcal{W}(E)$ is a finite dimensional subspace of $C(E)$ and we let $\tilde{\mu}_{E}$ be the restriction of $\mu_{E}$ to $\mathcal{W}(E)$ so an element of $[\mathcal{W}(E)]^{*}$. In considering $\mathcal{W}(E)$ as a subspace of $C(E)$ we are implicitly using the sup-norm for $\mathcal{W}(E)$-denoting this by $\mathcal{W}_{\infty}(E)$-and observe that, as a restriction, we have

$$
\begin{equation*}
\left\|\tilde{\mu}_{E}\right\|_{\left[\mathcal{W}_{\infty}(E)\right]^{*}} \leq\left\|\mu_{E}\right\|_{[C(E)]^{*}}=\left\|\mu_{E}\right\|_{\mathcal{M}} \tag{23}
\end{equation*}
$$

Since $\mathcal{W}(E)$ is finite dimensional, there is then a unique $f_{E} \in \mathcal{W}(E)$-i.e., with $\operatorname{supp}\left(f_{E}\right) \subset E —$ such that

$$
\begin{equation*}
\left\langle\mu_{E}, w\right\rangle=\int_{E} f_{E} w d x \quad \text { for all } w \in \mathcal{W}(E) \tag{24}
\end{equation*}
$$

[Given any basis $\left\{b_{j}\right\}$ for $\mathcal{W}(E)$, we may find coefficients $\alpha_{j k}$ such that

$$
\int_{E}\left(\sum_{k} \alpha_{j k} b_{k}\right) b_{j} d x=\left\langle\tilde{\mu}_{E}, b_{j}\right\rangle
$$

for each $j$.] If we were to use the $L^{2}(E)$-norm for $\mathcal{W}(E)$, getting $\mathcal{W}_{2}(E)$, we could equally well consider $\tilde{\mu}_{E}$ as an element of $\left[\mathcal{W}_{2}(E)\right]^{*}$ since $\mathcal{W}_{2}(E)$ is a Hilbert space:
we then get

$$
\begin{equation*}
\left\|f_{E}\right\|_{\mathcal{W}_{2}(E)}=\left[\int_{E}\left|f_{E}\right|^{2} d x\right]^{1 / 2}=\left\|\tilde{\mu}_{E}\right\|_{\left[\mathcal{W}_{2}(E)\right]^{*}} \tag{25}
\end{equation*}
$$

Now define $f \in L^{2}(\Omega)$ as $f=\sum_{E} f_{E}$ giving $f \in \mathcal{W}(\mathcal{T})=\oplus \mathcal{W}(E)$ ．For any $\Phi \in \mathcal{W}(\mathcal{T})$ ，decomposed as $\Phi=\sum \Phi_{E}$ ，one then has

$$
\langle\mu, \Phi\rangle=\sum_{E \in \mathcal{T}}\left\langle\mu_{E}, \Phi_{E}\right\rangle=\sum_{E \in \mathcal{T}}\left\langle\tilde{\mu}_{E}, \Phi_{E}\right\rangle=\sum_{E \in \mathcal{T}} \int_{E} f_{E} \Phi_{E} d x=\int_{\Omega} f \Phi d x
$$

so we have（17－a）．
Step 2 We have $\left\|\tilde{\mu}_{E}\right\|_{\left[\mathcal{W}_{\infty}(E)\right]^{*}} \leq\left\|\mu_{E}\right\|_{\mathcal{M}}$ and，using（24）and（9），we obtain

$$
\begin{aligned}
& \left\|\tilde{\mu}_{E}\right\|_{\left[\mathcal{W}_{\infty}(E)\right]^{*}}=\sup \left\{\int_{E} f_{E} w d x: w \in \mathcal{W}(E),|w| \leq 1\right\} \\
& =h^{d}\left|\operatorname{det}\left(A_{E}\right)\right| \sup \left\{\int_{E}\left[f_{E} \circ \psi\right][w \circ \psi] d x: w \circ \psi \in \mathcal{W}\left(E_{\ddagger}\right),|w| \leq 1\right\} \\
& =h^{d}\left|\operatorname{det}\left(A_{E}\right)\right|\left\|f_{E} \circ \psi\right\|_{\left[\mathcal{W}_{\infty}\left(E_{\ddagger}\right)\right]^{*}}
\end{aligned}
$$

while，for comparison，we have

$$
\left\|f_{E}\right\|_{\mathcal{W}_{2}(E)}=\left[\int_{E}\left|f_{E}\right|^{2} d x\right]^{1 / 2}=h^{d / 2}\left|\operatorname{det}\left(A_{E}\right)\right|^{1 / 2}\left\|f_{E} \circ \psi\right\|_{\mathcal{W}_{2}\left(E_{\ddagger}\right)}
$$

Since $\mathcal{W}\left(E_{\ddagger}\right)$ is a fixed finite dimensional space，we note that all norms on it are equivalent so there is a constant $K$ such that

$$
\begin{equation*}
\|w\|_{\mathcal{W}_{2}\left(E_{\ddagger}\right)} \leq K\|w\|_{\left[\mathcal{W}_{\infty}\left(E_{\ddagger}\right)\right]^{*}} \quad \text { for all } w \in \mathcal{W}\left(E_{\ddagger}\right) . \tag{26}
\end{equation*}
$$

Note that $\left[f_{E} \circ \psi\right]=w \in \mathcal{W}\left(E_{\ddagger}\right)$ in each of our cases so

$$
\begin{aligned}
\left\|f_{E}\right\|_{\mathcal{W}_{2}(E)} & =h^{d / 2}\left|\operatorname{det}\left(A_{E}\right)\right|^{1 / 2}\left\|f_{E} \circ \psi\right\|_{\mathcal{W}_{2}\left(E_{\ddagger}\right)} \\
& \leq h^{d / 2}\left|\operatorname{det}\left(A_{E}\right)\right|^{1 / 2} K\left\|f_{E} \circ \psi\right\|_{\left[\mathcal{W}_{\infty}\left(E_{⿱ 丶 万 卜}\right)\right]^{*}} \\
& =h^{-d / 2}\left|\operatorname{det}\left(A_{E}\right)\right|^{-1 / 2} K\left\|\tilde{\mu}_{E}\right\|_{\left[\mathcal{W}_{\infty}(E)\right]^{*}} \leq K h^{-d / 2}\left\|\mu_{E}\right\|_{\mathcal{M}} .
\end{aligned}
$$

The triangle inequality then gives（17－b）．
Step 3 For（17－c）we again proceed for each $E$ separately．We begin，somewhat simi－ larly to the above，by noting that

$$
\begin{aligned}
\left\|f_{E}\right\|_{\mathcal{M}} & =\sup \left\{\int_{E} f_{E} w d x: w \in C(E),|w| \leq 1\right\} \\
& \leq\left\|f_{E}\right\|_{\mathcal{W}_{1}(E)} \leq h^{d}\left|\operatorname{det}\left(A_{E}\right)\right|\left\|f_{E} \circ \psi\right\|_{\mathcal{W}_{1}\left(E_{\ddagger}\right)} \\
& \leq h^{d}\left|\operatorname{det}\left(A_{E}\right)\right| K\left\|f_{E} \circ \psi\right\|_{\left[\mathcal{W}_{\infty}\left(E_{\ddagger}\right)\right]^{*}} \\
& =K\left\|\tilde{\mu}_{E}\right\|_{\left[\mathcal{W}_{\infty}\left(E_{\ddagger}\right)\right]^{*}} \leq K\left\|\mu_{E}\right\|_{\mathcal{M}} .
\end{aligned}
$$

We then have

$$
\left\|f_{E}-\mu_{E}\right\|_{\mathcal{M}^{\lambda}}=\left\|f_{E}-\mu_{E}\right\|_{\mathcal{M}^{\lambda}(E)}=\sup \left\{\left\langle f_{E}-\mu_{E}, w\right\rangle: w \in B(E)\right\}
$$

where $B(E)=\{w \in C(E):|w| \leq 1,|w(x)-w(y)| \leq|x-y|$ for $x, y \in E\}$. Given any $w \in B(E)$, we pick $x_{E} \in E$ and set $w_{0} \equiv w\left(x_{E}\right)$ so, by definition,

$$
\left|w(x)-w_{0}(x)\right|=\left|w(x)-w\left(x_{E}\right)\right| \leq\left|x-x_{E}\right|^{\lambda} \leq \operatorname{diam}(E)^{\lambda} \leq K h^{\lambda}
$$

-i.e., $\left\|w-w_{0}\right\|_{C(E)} \leq K h^{\lambda}$. Since the constant function $w_{0}$ is in $\mathcal{W}(E)$, we have $\left\langle f_{E}-\mu_{E}, w_{0}\right\rangle=0$ by the definition of $f_{E}$ whence

$$
\begin{aligned}
\left\langle f_{E}-\mu_{E}, w\right\rangle & =\left\langle f_{E}-\mu_{E}, w-w_{0}\right\rangle \\
& \leq\left\|f_{E}-\mu_{E}\right\|_{\mathcal{M}}\left\|w-w_{0}\right\|_{C(E)} \leq K h^{\lambda}\left\|\mu_{E}\right\|_{\mathcal{M}}
\end{aligned}
$$

since $\left\|f_{E}-\mu_{E}\right\|_{\mathcal{M}} \leq\left\|f_{E}\right\|_{\mathcal{M}}+\left\|\mu_{E}\right\|_{\mathcal{M}} \leq K\left\|\mu_{E}\right\|_{\mathcal{M}}$. The triangle inequality then gives ( $17-c$ ), completing the proof.

For the elliptic problem (2) we then easily obtain the anticipated convergence order:
Theorem 4.2 For dimensions $d=2,3$ and any $0 \leq \lambda<\alpha_{*}=2-d / 2$ for which (7), (8) hold, there is a constant $K$ such that one has the $L^{2}(\Omega)$ error bound

$$
\begin{equation*}
\|u-U\|_{L^{2}(\Omega)} \leq K h^{\lambda}\|\mu\|_{\mathcal{M}(\Omega)} \tag{27}
\end{equation*}
$$

Here, for an arbitrary measure in $\mathcal{M}(\Omega)=[C(\Omega)]^{*}$, we have the solution $u=\mathbf{S} \mu \in$ $L^{2}(\Omega)$ of (2) and the corresponding FEM solution $U=\mathbf{S}^{\mathcal{V}} \mu$, obtained by (6) for any regular triangulation $\mathcal{T} \in \mathfrak{T}_{h}$.
[We emphasize that $K$ in (27) depends on $\Omega$ and on the choice of $\lambda$ (presumably with $K \nearrow \infty$ as $\lambda \nearrow \alpha_{*}$ ), but not on the particular $\mu$ or on the particular triangulation used, subject to $A_{E} \in \mathfrak{A}$.]
Proof By Theorem 4.1 we can introduce $f=\Pi^{\mathcal{V}} \mu \in L^{2}(\Omega)$, satisfying (17). By (17-a) one then has the same right hand side in (6) for $\varphi=f$ as for $\varphi=\mu$ so these give the same finite element solution: $U=\mathbf{S}^{\mathcal{V}} \mu=\mathbf{S}^{\mathcal{V}} f$ —although $\tilde{u}=\mathbf{S} f$ will not be the same as $u=\mathbf{S} \mu$. We now use (8) for $\mathbf{S}: \mathcal{X}^{-}=\mathcal{M}^{\lambda}(\Omega) \rightarrow L^{2}(\Omega)$ so, using (17-c), we have

$$
\begin{equation*}
\|u-\tilde{u}\|=\|\mathbf{S}[\mu-f]\| \leq K\|f-\mu\|_{\mathcal{X}^{-}} \leq K h^{\lambda}\|\mu\|_{\mathcal{M}(\Omega)} . \tag{28}
\end{equation*}
$$

Using (4) with (17-b) now gives

$$
\begin{equation*}
\|\tilde{u}-U\|=\left\|\mathbf{S} f-\mathbf{S}^{\mathcal{V}} f\right\| \leq K h^{2}\|f\| \leq K h^{2-d / 2}\|\mu\|_{\mathcal{M}} \tag{29}
\end{equation*}
$$

Finally, combining (28) with (29),

$$
\|u-U\| \leq\|u-\tilde{u}\|+\|\tilde{u}-U\| \leq K h^{\lambda}\|\mu\|_{\mathcal{M}}+K h^{2-d / 2}\|\mu\|_{\mathcal{M}}
$$

which just gives (27) for $\lambda<\alpha_{*}$.

## 5 The parabolic problem

Our goal in this section is to show that the same approximation theorems just used for FEM solution of the elliptic problem (2) also provide convergence orders for FEM semidiscretization of the parabolic problem (1). [For results on full discretization -in time as well as space-we refer to [12] with such minor adaptation as may be made necessary for the setting here.]

For the parabolic problem (1) the results obtainable depend, to a large extent, on what is assumed about the right-hand side as a function: $[0, T] \rightarrow \mathcal{M}$. For simplicity, we consider the problem here in continuous time (semidiscretization, corresponding to application of the Trotter-Kato Theorem) so the finite element solution $U=U(t)$ for (1) is given, much as in (6), by

$$
\begin{equation*}
U(t) \in \mathcal{V}, \quad U(0)=0, \quad\left\langle U^{\prime}, v\right\rangle+\langle\nabla U, \nabla v\rangle=\langle\varphi, v\rangle \quad \text { for all } v \in \mathcal{V} \tag{30}
\end{equation*}
$$

for each $t \in[0, T]$. As with Theorem 4.2, we will use a known finite element error estimate $\left\|\mathbf{S}-\mathbf{S}_{\mathcal{V}}\right\| \leq K h^{2}$ (cf., e.g., [12]) for $L^{2}$-valued data $\varphi$; more precisely, given some $p \in[1, \infty]$ and any $\varphi \in L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)$, one has for $\mathcal{V} \in \mathfrak{V}_{h}$

$$
\begin{equation*}
\|u-U\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)} \leq K h^{2}\|\varphi\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)} . \tag{31}
\end{equation*}
$$

We will also need some standard information regarding the equation (1). For this we use a semigroup formulation, noting that the unbounded operator $\mathbf{A}=(-\Delta)$ on $L^{2}(\Omega)$ —with domain $\mathcal{D}=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$-is selfadjoint and positive definite so $-\mathbf{A}$ is the infinitesimal generator of an analytic semigroup $\mathbf{S}(\cdot)$ on $L^{2}(\Omega)$. Thus, the mild solution of (1) is given by

$$
\begin{equation*}
u(t)=\int_{0}^{t} \mathbf{S}(t-s) \varphi(s) d s \tag{32}
\end{equation*}
$$

provided $\varphi(s) \in L^{2}(\Omega)$ and the integral in (32) is well defined. For fractional powers of $\mathbf{A}$ (i.e., $\mathbf{A}^{\sigma}$ with $\sigma \geq 0$ ), we note (7) and the estimate for analytic semigroups

$$
\begin{equation*}
\left\|\mathbf{A}^{\sigma} \mathbf{S}(t)\right\| \leq K t^{-\sigma} \quad \text { for } 0<t \leq T \tag{33}
\end{equation*}
$$

and also note in the present case (cf., [3,7]) that the domain $\mathcal{D}\left(\mathbf{A}^{\sigma}\right)$ (say, for $1 / 2<$ $\sigma<1$ so the boundary condition is relevant) is $H^{2 \sigma}(\Omega) \cap H_{0}^{1}(\Omega)$. We then have

Lemma 5.1 Given (7) there is $\sigma<1$ such that $H^{2 \sigma}(\Omega) \hookrightarrow C^{0, \lambda}(\Omega)$ so we have $\mathbf{A}^{-\sigma}: L^{2}(\Omega) \rightarrow C^{0, \lambda}(\Omega)$. By duality and selfadjointness we then also have

$$
\begin{equation*}
\left\|\mathbf{A}^{-\sigma} \mu\right\|_{L^{2}(\Omega)} \leq K\|\mu\|_{\mathcal{M}^{\lambda}(\Omega)} \tag{34}
\end{equation*}
$$

We now turn to (1) with $\varphi=\mu(\cdot) \in L^{p}\left([0, T] \rightarrow \mathcal{M}^{\lambda}(\Omega)\right)$. Choosing $\sigma<1$ as in Lemma 5.1, we can rewrite (32) as

$$
u(t)=\int_{0}^{t}\left[\mathbf{A}^{\sigma} \mathbf{S}(t-s)\right]\left[\mathbf{A}^{-\sigma} \mu(s)\right] d s
$$

and (33) gives

$$
\begin{equation*}
\|u(t)\|_{L^{2}(\Omega)} \leq K \int_{0}^{t}(t-s)^{-\sigma}\|\mu(s)\|_{\mathcal{M}^{\lambda}(\Omega)} d s \tag{35}
\end{equation*}
$$

We recognize (35) as bounding $\|u(\cdot)\|$ by the convolution of the integrable function $t^{-\sigma}$ and the $L^{p}$ function $\|\mu(\cdot)\|_{\mathcal{M}^{\lambda}}$, hence bounding $\|u(\cdot)\|$ in $L^{\hat{p}}(0, T)$ (for $p<\hat{p}<$ $p /[1-(1-\sigma) p])$ by a standard convolution estimate to get

$$
\begin{equation*}
\|u\|_{L^{\hat{p}}\left([0, T] \rightarrow L^{2}(\Omega)\right)} \leq K\|\mu\|_{L^{p}\left([0, T] \rightarrow \mathcal{M}^{\lambda}(\Omega)\right)} \tag{36}
\end{equation*}
$$

Theorem 5.1 For dimensions $d=2,3$ and any $0 \leq \lambda<\alpha_{*}=2-d / 2$ for which we have (7), one has the $L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)$ error bound (for each $1 \leq p \leq \infty$ )

$$
\begin{equation*}
\|u-U\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)} \leq K h^{\lambda}\|\mu\|_{L^{p}([0, T] \rightarrow \mathcal{M}(\Omega))} \tag{37}
\end{equation*}
$$

for an arbitrary measure-valued function $\mu(\cdot) \in L^{p}([0, T] \rightarrow \mathcal{M}(\Omega))$. Here u is the solution $\mathbf{S} * \mu$ of (1) with $\varphi=\mu$ and $U=\mathbf{S}^{\mathcal{V}} * \mu$ is the corresponding FEM solution, obtained by (30) for regular triangulations $\mathcal{T} \in \mathfrak{T}_{h}$.
[Again we emphasize that $K$ in (37) will depend on the choice of $\lambda<\alpha_{*}$.]
Proof As in the proof of Theorem 4.2 we introduce $f$, obtained pointwise in $t$ from $\mu$. We did not assert any continuity or linearity of $\Pi^{\mathcal{V}}$ in Theorem 4.1, but it is easy to see from the construction that the function $[t \mapsto f(t)]$ can be taken measurable whence (17-b), gives $f \in L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right.$ and, by (17-a), the construction in the FEM gives the same right hand side in (30) for $\varphi=f$ as for $\varphi=\mu$ so these give the same finite element solution $U$, although the solution $\tilde{u}$ of (1) is not $u$. Applying (36) to the difference $\tilde{u}-u$, and using the known error estimate (31) along with ( $17-b, c$ ) then gives

$$
\begin{align*}
& \|u-U\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)} \\
& \quad \leq\|\tilde{u}-u\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)}+\|\tilde{u}-U\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)} \\
& \quad \leq K\|f-\mu\|_{L^{p}\left([0, T] \rightarrow \mathcal{M}^{\lambda}(\Omega)\right)}+K h^{2}\|f\|_{L^{p}\left([0, T] \rightarrow L^{2}(\Omega)\right)} \\
& \quad \leq K\left(h^{\lambda}+h^{\alpha_{*}}\right)\|\mu\|_{L^{p}([0, T] \rightarrow \mathcal{M}(\Omega))} \tag{38}
\end{align*}
$$

and so (37) as desired.
[Note also that taking $\mu \in \mathcal{M}(\mathcal{Q})=\mathcal{M}([0, T] \rightarrow \mathcal{M}(\Omega))$ would correspond, roughly, to taking $p=1$ in Theorem 5.1.]

Finally, we note that the sup-norm estimate for $p=\infty$ here gives a convergence order estimate pointwise in $t$ : For dimensions $d=2,3$ and any $0 \leq \lambda<\alpha_{*}=2-d / 2$, one has

$$
\begin{align*}
\|u(t)-U(t)\|_{L^{2}(\Omega)} & \leq C h^{\lambda} \quad \text { for each } t \in[0, T]  \tag{39}\\
\text { with } \quad C & =K\|\mu\|_{L^{\infty}([0, T] \rightarrow \mathcal{M}(\Omega))}
\end{align*}
$$

[Again, $C, K$ depend on $\lambda$. By a density argument, we note that $u$ will be in $C([0, T] \rightarrow$ $\left.L^{2}(\Omega)\right)$ even for $\mu(\cdot) \in L^{\infty}([0, T] \rightarrow \mathcal{M}(\Omega))$, discontinuous in $t$.

Remark 5.1 It might seem plausible that if we were to have a measure-valued source term with support bounded away from $\partial \Omega$ or, somewhat more generally, taking values in $\mathcal{M}_{c}(\Omega)$, then, as in the elliptic case of Theorem 3.2, this convergence order could be improved somewhat from $\lambda<\alpha_{*}$ in (37), (39) to $\lambda=\alpha_{*}$ by using (10) instead of (17). Certainly, in the context of Remark 3.1 and [9], we can take $\sigma=1$ to replace Lemma 5.1 and the estimate (34) by

$$
\left\|\mathbf{A}^{-1} \mu\right\|_{L^{2}(\Omega)} \leq K\|\mu\|_{\Xi^{-2}(\Omega)}
$$

-however, we note that the convolution argument used above requires the integrability of $t^{-\sigma}$, so taking $\sigma<1$, thus leaving us with the estimate of Theorem 5.1 taking $\lambda<\alpha_{*}$.

## 6 Computational results

In this section, we provide results of numerical tests which illustrate the convergence result Theorem 5.1 of the previous Sect. 5 for the time-dependent linear parabolic problem (1). The analogous numerical tests of Theorem 4.2 of Sect. 4 for the stationary problem (2) are already included in [6].

Specifically, we consider the linear parabolic heat equation (1) with $D \equiv 1$ in $\Omega$, imposing homogeneous Dirichlet boundary conditions, $u=0$ on $\partial \Omega$, in the spatial dimensions $d=2,3$ of interest. The domain is chosen to be $\Omega=(-1,1)^{d} \subset \mathbb{R}^{d}$ with the initial condition $u=0$ for compatability with the boundary conditions in order to focus the numerical studies on the non-smoothness of the source term. As a test problem, we used a single Dirac delta distribution as source term, constant in $t$ so $\varphi(\mathbf{x}, t)=\delta(\mathbf{x})$ for all $t \in[0, T]$, positioning the injection site at the center of the


Fig. 1 Non-smooth test problem: $\log \left(\|u(t)-U(t)\|_{L^{2}(\Omega)}\right)$ versus $\log (1 / h)$ at times $t=2,3,4$ and dashed line for predicted slope
domain. On physical grounds, it is clear that the solution, starting with $u=0$, will develop a sharp spike at the injection site, growing over time as one unit of material per unit of time is injected by the model. The form (39) of Theorem 5.1 applies.

The domain $\Omega$ has piecewise linear boundary and so can be discretized exactly, using triangular elements in two dimensions and tetrahedra in three dimensions. The convergence studies employ a sequence of meshes with $h$ halved in each refinement, starting from a coarse initial mesh to allow as many refinements as possible. The shape of $\Omega$ enables us to have at each stage a mesh point where $\delta(\mathbf{x})$ is centered.

The initial computations $[5,8]$ used special-purpose code in C to implement the linear Lagrange finite elements. The more general tests of the convergence behavior of finite elements used the software package COMSOL Multiphysics (www. comsol.com), chosen for its convenience and reliability. See [13] for a tutorial introduction, then [6] for a numerical investigation of Lagrange elements also of higher than linear order and of different domain shapes for the elliptic problem (2); in effect these computational studies complement the analytical results in [11] and Theorem 4.2. Based on this, we also use COMSOL in this paper to extend those studies to the time-dependent problem (1); see [14] for more information on the techniques used.

Figure 1a, b shows $\log -\log$ plots of the error $\|u(t)-U(t)\|_{L^{2}(\Omega)}$ vs. the reciprocal $1 / h$ for $d=2$ and 3, respectively. The predicted slopes of $-\alpha_{*}(-1.0$ for $d=2$ and -0.5 for $d=3$, respectively) are shown as dashed lines in each plot. The three solid lines show observed convergence orders at three points in time $t=2,3,4$, whose observed slopes $\lambda$ clearly confirm the theoretical prediction that we may take $\lambda \approx \alpha_{*}$ in estimating the error.

In the form (39), we computed $C, \lambda$ by linear regression in the log-log representation for each time $t$ in these plots. This gives $\lambda \approx 0.97$ for the lines in $d=2$ dimensions and $\lambda \approx 0.47$ in $d=3$ dimensions. Both the plots and these quantitative results confirm the predicted analytic result, that the asymptotic convergence order is (approximately) given by $\alpha_{*}=2-d / 2$.
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