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Abstract

Tornadoes pose a forecast challenge to National Weather Service forecasters because of their
quick development and potential for life-threatening damage. The use of machine learning in
severe weather forecasting has recently garnered interest, with current efforts mainly utilizing
ground weather radar observations. In this study, we investigate machine learning techniques
to discriminate between nontornadic and tornadic storms solely relying on the Rapid Update
Cycle (RUC) sounding data that represent the pre-storm atmospheric conditions. This approach
aims to provide for early warnings of tornadic storms, before they form and are detectable by
weather radar observations. Two machine learning methods tested in our project are Random
Forest (RF) and Convolutional Neural Network (CNN). Performance testing of RF using various
ranges of hyperparameters results in an overall accuracy score of 70.14%, but the accuracy of
significantly tornadic class prediction is only 23.84%. The CNN model results in an overall
accuracy score of 67.84%, but the accuracy for significantly tornadic storms is only 26.69%.
The higher accuracy in the RF and CNN models for the majority class of nontornadic supercells
suggests that the imbalanced dataset is a meaningful contributor to the lower accuracy for
tornadic storms. After applying the simple method of randomly undersampling (oversampling)
the majority (minority) class, the accuracies of significantly tornadic class prediction of RF
and CNN are enhanced to 65.85% and 36.01%, respectively. Future work should investigate
alternative methods of dealing with imbalanced datasets in a CNN, including more sophisticated
undersampling/oversampling techniques.
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random forest classifier, convolutional neural network (CNN).

1 Introduction

Tornadoes can develop quickly, cause severe damage across a large spatial area, and create life-
threatening conditions, thus posing a forecast challenge to National Weather Service (NWS) fore-
casters. Proximity soundings derived from model analysis data [27–29] are currently used opera-
tionally to monitor the probability of tornadogenesis. The Significant Tornado Parameter (STP)
was developed as one of these tools to aid operational forecasters in the tornado forecasting pro-
cess [27], and it is probably the most widely used environmental proxy for tornadic thunderstorms.
The STP has been updated after more supercell research and deeper understanding of the con-
nection between tornadogenesis and the environment factors. The majority of studies of severe
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weather exclusively rely on commonly used parameters that describe the environment (e.g., how
much instability or wind shear is in the atmosphere).

The goal of this work is to explore the use of machine learning techniques to predict significant
tornadoes using only Rapid Update Cycle (RUC) sounding data that represent the pre-storm
atmospheric conditions. This approach aims to provide for early warnings of tornadic storms,
before they form and are detectable by ground weather radar observations.

Two machine learning methods are considered in our project: Random Forest (RF) and Convo-
lutional Neural Network (CNN). (i) RF is an ensemble method that uses randomized decision trees
as its base models and grows many decision trees depending on a collection of random variables. A
new object will be classified using the binary recursive-partitioning algorithm in the decision tree
forest. RF will give estimates of what features are best in the classification and help to interpret
machine learning results. (ii) CNN is a class of neural network which can take advantage of the hi-
erarchical pattern in data and assemble more complex patterns using smaller and simpler patterns.
CNNs use relatively little pre-processing compared to other image classification algorithms with an
advantage of independence from prior knowledge and human effort in feature design. CNNs are
mainly used for processing data that has a grid pattern, and designed to automatically learn spatial
hierarchies of features [33]. (iii) The imbalanced nature of our dataset leads to underprediction of
significantly tornadic storms in both the RF and the CNN. To address the imbalanced dataset
issue, approaches to randomly undersample the dominant nontornadic cases and to oversample the
rare significantly tornadic cases are applied in this study.

(i) Performance testing of RF using various ranges of hyperparameters results in an overall
accuracy score of 70.14%, but the accuracy of the significantly tornadic category is only 23.84%.
Feature importance analysis of the RF model indicates the v-wind variable scored significantly
higher than other variables, while the pressure variable importance scores consistently lower than
other variables across all height levels. (ii) Performance testing of a CNN with three 1D convo-
lutional layers trained for 100 epochs has an overall accuracy score of 67.84%, but the accuracy
of the significantly tornadic category is only 26.69%. The results show that CNN outperforms
current forecasting parameter in terms of predicting whether or not a supercell storm will generate
some type of tornadic event but performs poorly on predicating significant tornadic events in com-
parison. (iii) Applying random undersampling (RUS) to RF produces the highest class accuracy
for the significantly tornadic category of all models considered herein, reaching a class accuracy
of 65.86%. However, it also results in the overall model accuracy decreasing as the accuracy of
original majority classes, weakly/nontornadic, decreases significantly. In contrast, RF with Ran-
dom oversampling (ROS) increases the accuracy of significantly tornadic events more modestly
while maintaining about the same accuracy for other two classes. Random undersampling (RUS)
applied to CNN also improves the accuracy for significantly tornadic events at the steep expense in
the accuracy for nontornadic events. Applying random oversampling (ROS) to CNN exhibits the
best balance of increased accuracy in the significantly tornadic category with less impact on other
accuracy measures. With 36.01% class accuracy in the significant tornado category, this exceeds
the accuracy of the base RF, random oversampling RF, and the base CNN model without random
sampling.

The remainder of this work is organized as follows. In Section 2, we discuss the basic physics
of tornadic and nontornadic supercells. Section 3 discuss the details of sounding data we use in
this study. Section 4 introduces the details of RF and CNN, the two machine learning techniques,
and the forecast skill metrics. Section 5 presents the detailed results of RF and CNN, RF feature
analysis, and the random sampling of the imbalanced data. Finally, in Section 6, we present
conclusions and discuss future work.
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