Machine Learning for Retrieving Cloud Optical Thickness from Observed Reflectance: 3D Effects
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Abstract

Clouds are inherently three dimensional (3D), and simulating radiative transfer (RT) properties accurately requires models that take their 3D effects into account. Because 3D models are complex and computationally expensive, RT models often use simplified 1D models to retrieve cloud properties, which suffer from retrieval uncertainty and sometimes significant biases due to 3D effects. Recent advancements in machine learning may lead to a retrieval algorithm that is capable of taking these effects into account. We will develop a machine-learning based cloud property retrieval algorithm that is able to reconstruct the 3D structure of clouds based on observed cloud radiative signatures.
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1 Introduction

Clouds are the most important, most variable, and one of the most difficult component to model in global climate models. The radiative impact of clouds is controlled by their optical properties. One of the most important of these is cloud optical thickness (COT), the vertical optical depth of the cloud along the path of its thickness. COT quantifies the degree to which a cloud scatters and reflects visible light (virtually none of which is absorbed) rather than allowing it to pass through to the Earth’s surface.

All clouds reflect some incoming shortwave radiation and absorb some outgoing longwave radiation. However, optically thick clouds (high COT) generally reflect sufficient shortwave radiation such that their retention of surface-emitted longwave radiation is offset, producing an overall cooling effect in the climate system. Optically thin clouds (low COT) do not reflect sufficient shortwave to offset their longwave retention and so have an overall warming effect. It is therefore necessary to consider COT on a global rather than local basis to understand the net planetary effect. While it is possible to estimate COT values from surface measurements [1], an accurate means of retrieving COT from satellite observations is essential to understanding the influence of clouds across a global scale.

The established method for calculating COT [6] uses radiance data from multiple wavelengths to estimate COT and cloud drop effective radius (CER), a measure of the size distribution of water
droplets within a cloud. The radiance is a function of the cloud’s COT and CER, and so finding those properties presents an inverse problem. This is achieved by measuring the radiance at pairs of non-absorbing and absorbing wavelengths (e.g. as in Nakajima and King’s original 0.75 and 2.16 µm, or as in the most recent MODIS products 0.66, 0.86, and 1.24 µm and 1.6, 2.1, and 3.7 µm), and comparing the results with a theoretical forward model calculation using a lookup table.

There are many simplifying assumptions inherent in this calculation. Our main concern is to address two of these assumptions. One is the plane-parallel assumption: all clouds are treated as a flat plane parallel to a flat ground surface. The second is the independent pixel assumption: each point within the cloud plane is assumed to be independent from every other point, rather than being subject to shadowing or reflected light. These assumptions are closest to accuracy when the real cloud resembles the model cloud, e.g. stratus clouds, but most real clouds have significant horizontal and vertical variability that cannot be fully represented by a 1D radiative transfer model; that is, they have peaks, valleys, and gaps that generate horizontal photon transport. Differing locations within a cloud receive different amounts of light based on their positions relative to each other.

An array of 3D radiative transfer models are currently in use and/or development. However, 3D radiative transfer models have so far been prohibitively computationally expensive to conduct at a global scale over the timescales necessary for climate modelling, and 1D models remain more widely used. The differences between the results of 1D and 3D radiative transfer models are called the 3D radiative transfer effects. These differences can be significant, although they do not inevitably introduce large errors [7]. This project expands upon a novel method for determining COT from synthetic reflectance data using machine learning.

2 Atmospheric Model

The use of neural networks to improve COT retrievals is an ongoing effort. Okamura et al. (2017) [4] used a deep neural network (DNN), examining multiple pixels simultaneously, to retrieve the COT and CER from synthetic cloud reflectances. Masuda et al. (2019) [3] similarly used a convolutional neural network (CNN) to improve 3D retrievals of COT from sky-view camera images. In this project, we expanded upon the work of Rajapakshe and Zhang (2020) [8] to experiment with using both a CNN and DNN to correct for 3D effects.

To provide training data for our model, we first generated 4000 profiles of “fractal clouds” - 1D horizontal lines of cloud that have been randomly generated [5] to provide data analogous to a transect across a large area of broken clouds. The fractal clouds have a semi-randomly varying liquid water path (LWP) - a measure of the weight of liquid water between two points in the atmosphere - and a randomly assigned, fixed-per-profile CER. From these two variables, COT can be calculated for each point along the horizontal line.

The synthetic fractal clouds’ features were then applied into 1-D and 3-D radiative transfer models to calculate the reflection with wavelength smaller than 1.8 µm. A visualization of SHDOM 3-D radiative transfer and MSCART 1D and MSCART 3D results are provided in the following figures.

Figure 2.1 shows the case of reflection with fractal cloud generated on 0.865 µm, maxiter = 1000, 10^-4 solution accuracy. The general similarity of the pattern from three RT models reveals the illumination effects brought by the fractal cloud. In the strongest illumination points with largest tau value jumps, the SHDOM model follows the MSCART 3D results better than the MSCART
Figure 2.1: Radiative Transfer (SHDOM) Results from Fractal Model. Given a COT (Tau) profile, represented in the lower panel, the reflectance results produced by SHDOM (black curve), MSCART 1D (red curve) and MSCART 3D (blue curve) are represented in the top panel.

1D results. However, the predictions of the SHDOM model has similar reflection feature patterns compared with the MSCART 1D RT model. We considered that this could be caused by the Mie scattering and bulk averaging routines within the SHDOM model.

To verify the 3D radiative transfer effects from the SHDOM model, a step cloud case is useful. As shown in Figure 2.2, the edges of the step cloud, which are unrealistically sharp when using a 1D radiative transfer model, are smoothed to account for the effects of the nearby pixels when using the 3D radiative transfer model SHDOM. Using this simple test case is a good “sanity check” to ensure that the models are working as expected.

Figure 2.2: Visible reflectance of step cloud from SHDOM. The green curve is based on 1D radiative transfer simulation and the black curve is based on 3D radiative transfer simulation.
2.1 Problem Domain

The scope of this project is to use the machine learning model to solve the inverse problem on a 1D domain. In practical application, we would use the same method for a 2D domain from a satellite image. Envisioning the Earth’s surface, seen from a satellite, as a flat 2D area, the 1D domain is a single slice of this image. Arbitrarily, we use a slice in the $y$ direction, so the $x$ coordinate determines spatial position. The $z$ coordinate is height. The domain of interest starts arbitrarily at $x = 0$ and is $4096 \times dx$ in spatial length.

The step cloud is generated with the following parameters: $\lambda = 0.865 \, \mu m$, $Nz = 2$, $dz = 1km$ (height in vertical direction is 1km), $Nx = 101$, $dx = 0.5km$, $Ny = 1$, $CEV = 0.05$. These are parameters necessary for the fractal cloud and SHDOM models.

The reflectance is calculated as

$$\text{reflectance} = \frac{\pi \times \text{rad}}{\cos(SZA)}$$

(2.1)

where rad denotes the SHDOM radiance output, and SZA represents the solar zenith angle. We generated 3 channels of light in different visible wavelengths $0.645 \, \mu m$ (red light) $0.555 \, \mu m$ (green light) $0.469 \, \mu m$ (blue light).

3 Machine Learning Model

Determining the COT from reflectance is a classical inverse problem. We are given a model, $Q$, that takes COT as input and produces reflectance as output, which we write as

$$Q(\text{COT}) = \text{reflectance},$$

(3.1)

and we desire, given reflectance, to find the COT that produced that reflectance, or to be able to reproduce the mapping $Q^{-1}$, where

$$Q^{-1}(\text{reflectance}) = \text{COT}.$$  

(3.2)

Inverse problems are typically solved deterministically using optimization methods; however, in recent years less traditional methods such as machine learning have become popular for problems of this type [10]. The standard optimization solution for the map in Eq. (3.2) utilizes either the lookup table method, which has limitations for even the step clouds that we have seen in 2, or a much more complex 3D inversion method that is prohibitively expensive for practical applications. We attempt to solve the problem in a more efficient way by approximating the function $Q^{-1}$ with a surrogate model formed using machine learning methods.

3.1 Machine Learning Model

The general procedure of the machine learning model for both the CNN and DNN is shown in Figure 3.1. First, we generate realistic COT profiles using the fractal cloud model. We then apply a 3D radiative transfer model to these cloud fields, which produces cloud reflectances for three separate wavelengths. The CNN model interprets the wavelengths as color channels.

We use the COT profiles generated from the fractal cloud model, and propagate these profiles through SHDOM in a Monte Carlo fashion to generate a set of reflectance profiles. We then used 95% of the generated data to train our machine learning model, and 5% as the testing data set to verify the result.

The deep learning models are built using the Keras deep learning package [2] for Python. In the following, we introduce the tested model structures for the DNN and CNN methods attempted, discuss data pre-processing with each model, and discuss some of the chosen parameters.
3.2 DNN Structure

Figure 3.2 represents the general process of how the input and output data are processed in the DNN structure. The input vector is of length $3 \times N_x$, three channels over the whole spatial domain.

The DNN structure listed below is based on the DNN-2r structure in [4]. The optimizer and loss function are chosen as adam and mean square error, respectively. To extract an efficient amount of data from the fully connected layers, we adopted a deep and fully connected layer structure. The first layer, which has an 8-neuron density, was chosen to extract the initial features from the input reflectance data with $4096 \times 4000$ spatial cloud reflectance information and 3 dimensional features,
which is activated with the relu function. The less complex neuron density was chosen due to the (assumed) less complex input data feature dimensions. A linear activation function is chosen in the final layer with 1 neuron density to generate the 1D cloud property that is optical thickness. The batch size is chosen as 4 under this structure. Normally, we choose the batch size as a power of two to save the computational resource of the model.

Figure 3.3: DNN Model Structure

As we will see in the results, the network structure did not contain enough features, leading to inaccurate model estimation of cloud optical thickness despite the MSE converging to a relatively low value.

3.3 CNN Structure

3.3.1 Spatial Slicing

The aim of the project is to estimate the COT over large spatial areas. The naive approach to building the machine learning model takes reflectance input over all three channels and the entire spatial domain, and outputs COT for over the whole domain. While this approach would most likely be effective when massive quantities of data are available, as it takes into account the reflectances across the entire domain, the amount of data required to make accurate predictions for the whole domain is larger than we were able to generate during the span of this project.

While developing the CNN model, we implemented a more effective strategy that takes into account the independent pixel approximation problem and is more accurate with less data, and is more computationally efficient. The strategy involves dividing the spatial domain up into smaller subdomains and solving subproblems on these domains. For our 1D problem, the $x$ dimension is sliced into smaller domains of the same sizes of $np$ “pixels.” Each slice is treated as an independent machine learning problem. In order to incorporate the reflectances of nearby pixels, $ng$ “ghost pixels” on the boundaries of the domain are incorporated into the input. These ghost pixels are passed in as components of the input reflectance vectors, but the COT (output) is not computed on these pixels. In this way, we are able to split up the problem into many smaller subproblems, but still incorporate necessary neighboring information as needed to correct for the independent pixel approximation. This is shown schematically in Figure 3.4.
Naturally, at the edge of the domain the approximation will not work as well because the slices do not have available ghost pixels at the edge of the domain. We ignore this issue by limiting our predictions to starting at the $n_g$th pixel, and ending at the $(n - n_g)$th pixel. In addition, we operate on a reduced domain to ensure that $n_p$ evenly divides the total size of the domain. For the purposes of this problem, we use $n_p = 8$, and $n_g = 2$. We limit our domain of interest to 4000 pixels; thus we run 500 independent ML models.

Spatial slicing is of particular interest to us because it allows us to solve the problem on each slice independently, thus in parallel, dramatically reducing the computational time necessary to train. We solved this problem using 8 nodes with 8 processes on each, which we found to be optimal due to massive memory allocations within the code.

### 3.3.2 CNN Structure

The CNN structure is defined in 3.5. It is a standard simple CNN model that uses two convolutional layers. Because of the spatial slicing implemented, the input 1D slices are $12 \times 3$ (2 ghost pixels at the left of the slice, 8 pixels in the slices, 2 ghost pixels at the right edge, and 3 channels). The first layer of the CNN is a convolutional layer that uses a kernel of size 6, which is half of the total spatial size of the slice, and 100 ($\times 3$, for each channel) filters. The second layer is again convolutional and uses a kernel of size 1, and 4 filters. A dropout layer is utilized, and a final fully connected layer transforms the learned features into an 8 dimensional vector for the spatial slice.

These parameters were chosen through a combination of research, basing our model off the methods in [4] and standard simple CNN models, as well as parameter tuning. We varied batch sizes, filter sizes, and dropout factor through ranges in order to determine the most effective combinations. Although the search was not exhaustive, no combinations tested in tuning provided consistently better results.


4 Results

4.1 DNN Results

A sample result of prediction using the DNN model is shown in Figure 4.1. The true value represents the COT data in the test data set. The starting COT value at the beginning of the spatial interval, where the spatial position of the cloud is over 0 to 2.5km, shows better estimation results. As the cloud spatial position increases, the DNN model function performs worse. We found this pattern consistently throughout the testing data, and believe the reason for this result is the overfitting of the data in the less complicated neural network structure. The trade-off between the complexity of the neural network structure and the leak of number of training data features constrains the estimation results of the DNN. Running 10 epochs, we reach a loss value mean squared error of 15 in the final epoch of model fitting.
4.2 CNN Results

Some sample results of prediction using the CNN model are shown in Figure 4.2.

Figure 4.2: Sample CNN Training Results. The three panels represent the output of the model for three different reflectance profiles from the test data set.

Qualitatively, we can see that the CNN model is able to predict the true COT relatively well, when compared to the DNN method. The overall shape and jumps within the COT are reflected in the predicted COT from our model. However, as expected, the global effects of the COT are not captured particularly well in the predicted COT. For example, in case 3, we can clearly see that the predicted COT is lower than the true COT consistently over the first 10 km of the spatial range. For more extreme values, such as at around 16 km in case 2, the model is not able to predict the highest range of the COT. After tuning, the average mean squared error (MSE averaged over each slice of the spatial domain) is around 25, indicating that the method requires improvement.

We suspect that some of these problems are caused by the spatial slicing, as the global effects (the mean over the spatial range is a good indicator of the global effects) are not captured well, but local effects are. We also suspect that some of the issue would simply be solved by more or higher quality data, as COT over 20 is not a realistic case.

5 Conclusions

In this project, we intended to retrieve COT, or other cloud properties, using a machine learning method to approximate a mapping between reflectance and cloud properties. For this project, the synthetic cloud data was generated from a 1D fractal cloud model. We spent time tuning our models, and presented the comparison between different radiative transfer models with 1D MSCART, 3D MSCART, and SHDOM. To generate enough of a training set as the input for the neural network, we adopted the SHDOM model to generate the corresponding data set of 4000
profiles, from which we ended up with the input/output pairs of COT and reflectance data to the forward model predicting reflectance from COT.

To find the best version of a neural network that maps the reflectance data to COT, we developed and compared DNN and CNN models. The results show that CNN with data pre-processing and “ghost pixel” edge slicing generates a better model than the general DNN with fully connected layers. The method is qualitatively acceptable, but there remain issues in the global predictability of the model and for outlying cases. Also, due to the speed of the SHDOM simulations, we don’t get enough data for our CNN model. So although we used a 95/5 training/test split ratio here, we will use better split ratio (e.g., 80/20) once we get more data.

Future directions for this work including refining the model utilizing greater quantities of data, and refining the data generation so that the generated outputs are generally more physically realistic by either data pre-processing (removing outliers) or tuning the way COT profiles are generated. We are also interested in fixing the global predictability issue by emulating a multi-scale model that uses the DNN-based global method for predicting some global characteristics of the profiles, such as average COT and maximum COT, and feeding these global characteristics into the CNN model as additional inputs that could better inform the CNN over the small spatial slices of the general global trends of COT.

In addition, in future work a 2D model should be tested, as the 1D case has little practical application. We would also be interested in applying this method for computing the CER in addition to the COT. Once this is implemented using the trained CNN model, the retrieving of COT and CER could be applied in real applications on 2D satellite data, such as from MODIS climate satellite reflectance data.
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