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The UMBC High Performance Computing Facility 

(HPCF) is the community-based, interdisciplinary core 

facility for scientific computing and research on 

parallel algorithms at UMBC. Started in 2008 by more 

than 20 researchers from ten academic departments 

and research centers from all academic colleges at 

UMBC, it is supported by faculty contributions, 

federal grants, and the UMBC administration. This 

MRI grant to a group of 51 researchers from 13 

academic departments and research centers has 

been instrumental in fostering a true campus culture 

of computing. Since HPCF’s inception, hundreds of 

users have profited from its computing clusters, 

including undergraduate and graduate students. The 

users generated over 400 publications, including 150 

papers in peer-reviewed journals (including Nature, 

Science, and other top-tier journals in their fields), 50 

refereed conference papers, and 50 theses. 

This grant from the NSF funded a purchase for about 

$790k in 2018 that expanded the CPU cluster by 44 

nodes with two 18-core Intel Skylake CPUs and 384 

GB of memory each and the GPU cluster by one node 

with four NVIDIA Tesla V100 GPUs connected by 

NVLink and created an 8-node Big Data cluster with 

48 TB disk space distributed across 12 hard drives 

each. All nodes are connected via InfiniBand to a 

central storage of more than 750 TB. 

These resources are open to UMBC researchers at no 

charge. The system administration for HPCF is 

provided by the UMBC Division of Information 

Technology. HPCF users have access to consulting 

support provided by dedicated full-time graduate 

assistants funded by UMBC. See hpcf.umbc.edu for 

detailed information on HPCF, extensive usage 

instructions, and lists of projects and publications. 

The following research snippets show the wide range 

of impact of HPCF enabled by this MRI funding. 
 

1. The NSF-funded grant CyberTraining: Cross-Training of 

Researchers in Computing, Applied Mathematics and 

Atmospheric Sciences using Advanced Cyberinfrastructure 

Resources (cybertraining.umbc.edu), led by Dr. Jianwu 

Wang (PI) and Dr. Aryya Gangopadhyay (Information 

Systems), Dr. Matthias K. Gobbert (Mathematics and 

Statistics), and Dr. Zhibo Zhang from the (Physics), 

developed a new model for online team-based active-

learning training to foster multidisciplinary research and 

education using advanced cyberinfrastructure (CI) 

resources and techniques. It teaches participants how to 

apply knowledge and skills of high-performance computing 

(HPC) and Big Data to solve challenges in Atmospheric 

Sciences. Using HPCF as computing resource, the initiative 

trained 58 participants (8 tenure-track faculty, 10 

postdocs/scientists, 34 graduate students, and 6 

undergraduate students; 27 female and 31 male) in 18 

teams, resulting already in 18 technical reports, 14 peer-

reviewed papers, three Master theses, and two 

undergraduate theses. 

 
Group photo of the 6 REU Supplement funded UMBC 

undergraduate students, the 4 graduate assistants, and 4 

faculty in the 2020 program. 

 

2. The lab of Dr. Daniel Lobo from the Department of 

Biological Sciences uses HPCF to investigate machine 

learning methodologies and biophysical mathematical 

simulations towards the mechanistic understanding of 

biological growth and form regulation. The large 

computational capacity of HPCF has made possible the 

application of systems biology methods to discern the 

biological control of complex phenotypes. This research has 

explained the genetic mechanisms signaling planarian 

regeneration and fission, the role of cell adhesion during 

cell sorting, intercalation, and involution, and the metabolic 

dynamic pathways responsible for polysaccharide 

utilization by microorganisms. 

 
Two dimensional biophysical simulations of cell sorting by a 

population of cells expressing either of two CAM types with 

different adhesion strengths. Asymmetrical homotypic 

adhesion strengths in the CAM types result in the 

engulfment of the cells with higher adhesive strength (red) 

by the cells with lower adhesive strength (green). 

 

http://cybertraining.umbc.edu/


3. An interdisciplinary group co-led by Dr. Jianwu Wang 

from the Department of Information Systems and Dr. Zhibo 

Zhang from the Department of Physics used HPCF for 

scalable satellite date aggregation. With the advances of 

satellite remote sensing techniques, we receive massive 

amount of satellite observation data for the Earth. One 

common data processing task is to aggregate satellite 

observation data from original pixel level to latitude-

longitude grid level to easily obtain global information and 

work with global climate models. The group focuses on how 

to best aggregate NASA MODIS satellite data products from 

pixel level to grid level using HPCF. They propose three 

different approaches of parallel data aggregation (file level, 

day level, and pixel level) and employ three parallel 

platforms (Spark, Dask, and MPI) to implement the 

approaches. 

 
Execution speedup evaluation for scalable satellite data 

aggregation. 

 

4. The group of Dr. Meilin Yu at the Department of 

Mechanical Engineering used HPCF for high-fidelity 

computational fluid dynamics simulation of challenging 

unsteady aerodynamic problems. HPCF's large number of 

cores enabled the simulation of the laminar-turbulent 

transition flow over a SD7003 wing with an in-house high-

order accurate dynamically load-balanced adaptive implicit 

large eddy simulation (ILES) flow solver that is parallelized 

using the Message Passing Interface (MPI). 

 
 

Flow field from ILES of laminar-turbulent transition over a 

SD7003 wing at Reynolds number 60,000, and the 

corresponding order of accuracy distributions at different 

wing cross-sections. 

 

5. The group of Dr. Curtis Menyuk used HPCF to study the 

use of microresonators to generate broadband frequency 

combs using dynamical methods. Microresonators are 

circular optical resonators with diameters of less than 1 cm. 

The group developed a novel software implementation of 

dynamical methods to identify a new approach to creating 

broadband combs. In this approach, periodic waveforms 

are generated inside the microresonator that are called 

cnoidal waves. 

 
Stable regions for cnoidal waves with different numbers of 

periods inside the microresonator. The figure shows a 

narrowband cnoidal wave with a large number of periods, 

eight in this example. Modifying the system parameters 

makes it possible to obtain a broadband comb. 

 

6. The group of Dr. Jerimy Polf at the University of Maryland 

School of Medicine, in collaboration with the group of Dr. 

Matthias Gobbert at UMBC, used HPCF to study the 

application of machine learning to analyze and reduce noise 

within images captures with a Compton camera of prompt 

gamma rays emitted from a patient during proton beam 

radiotherapy. A fully connected neural network was 

developed and trained to recognize gamma ray interactions 

in the camera that contribute to the image and those which 

only contribute noise. 

 
Compton camera images of gamma rays emitted from a 

patient. Left: Image taken during irradiation of a patient. 

Center and right: Images after identification of noise in the 

data by a neural network with nominal and perfect 

classification, respectively. 
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